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Abstract: This work presents a scientific study on Short-Time Frequency Transforms (STFT) with different windows, also called Windowed Fourier Transforms, applied to power quality signals. Additionally, it deals with S transforms, with its frequency-dependent window. The disturbances related to energy quality have non-stationary nature, in which the spectral content varies over time. So, the Fourier Transform is not appropriate for such analysis, because it does not show time locations, only information about existing frequencies in the signal. Therefore, the spectral analysis by windowed transforms helps to identify and detect a series of defects associated to these power signals. The motivation behind this document is to verify which window will provide a more precise identification of the characteristics of the disturbances in time-frequency domain. For this work, synthetic signals were generated for some of these disturbances, and their spectra were compared considering Gaussian, Hann and Blackman windows, as well as the S transform. Based on the obtained results, it was verified that each transform presents different behaviors according to the input signal, except for the ones with Hann and Blackman windows, that showed similar spectra. For all of them, there is always a tradeoff between time and frequency resolutions. Therefore, the choice of the window must be done according to the desired outputs. The Dev-C ++ ® IDE was used for C ++ programming, and the Gnuplot ® program for graphics generation.
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Resumo: Este trabalho apresenta um estudo científico sobre transformadas tempo-frequência de curta duração STFT (Short Time Fourier Transform), considerando diferentes janelas, também denominadas transformadas de Fourier janeladas, aplicadas à sinais de qualidade de energia. O estudo também contempla a Transformada S, de janela de comprimento variável com a frequência. Os distúrbios relacionados à qualidade de energia são de natureza não-estacionária, cujo conteúdo espectral varia com o tempo. Assim, a Transformada de Fourier
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não é adequada para esta análise, por não apresentar localização temporal, apenas informação das frequências existentes no sinal. Portanto, a análise dos espectros pelas transformadas janeladas auxilia na identificação e detecção de uma série de defeitos associados a esses sinais de potência. A motivação deste documento é a de verificar qual janela utilizada irá facilitar a identificação mais precisa das características destes distúrbios nos domínios tempo-frequência. Para este trabalho, foram gerados sinais sintéticos de alguns destes distúrbios, e comparados os espectros obtidos com as janelas Gaussiana, Hann e Blackman, e também com a transformada S. Com base nos resultados obtidos, verificou-se que cada transformada apresenta comportamentos distintos de acordo com o sinal de entrada, com exceção das que utilizam as janelas Hann e Blackman, que revelaram espectros muito semelhantes. Para todas elas, há sempre um compromisso entre as resoluções no tempo e na frequência. Desta forma, a escolha da janela deve ser feita de acordo com o resultado almejado. Foi utilizada a IDE Dev-C++® para programação em C++, e o programa Gnuplot® para geração dos gráficos.
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1 INTRODUCTION

The subject Electrical Power Quality (EPQ) includes several topics, such as: reliability, provided power quality and provision of information. A definition which relates the applications of signal processing and also the system ability to operate loads without damaging them and the capacity of the loads to operate on the system without disturbing or decreasing the efficiency of the electrical system is: “Electrical Power Quality is an arrangement between voltage quality and energy quality. An ideal voltage is a sinusoidal voltage with constant amplitude and frequency, where both present nominal values” (BOLLEN, 2006).

The power quality is directly related to the defects contained in power signals, named disturbances. These disturbances may cause changes in the duration, frequency, and also the interruption of such signals. The most relevant disturbances in power quality are: transients, voltage sag, voltage swell, notching, inter-harmonics and harmonics.

There are several analytical methods developed in literature that use transforms to evaluate the signal in time-frequency domains. The time-frequency techniques are tools which assist the analysis of electrical power quality and the disturbances detection and classification. Among them, the Gabor transform, the signal-tuned Gabor transforms, Wigner and S transforms (FERREIRA, 2016; VICTER, 2012; XIAO, 2009; SMAJDA, 2010; YOONNAJMI, 1994; TORREAO, 2013).

The Fourier Transform (FT) identifies the different frequencies contained in the signals, but doesn’t recognize the temporal interval of such frequencies. The Short Time Fourier Transform (STFT), also known as windowed Fourier transform, analyses the signal breaking it into smaller intervals and applies the FT for each one of them. Consequently, the disturbance signals, of non stationary-nature, can be analyzed through various time-frequency transforms, each one with a specific window, and a spectrum comprised of several parts is generated. The signal is analyzed within each part, which results in the spectrum of the whole signal.
To this work, synthetic signals were produced with some of these disturbances, and their spectra compared through windowed transforms, considering Gaussian, Hann and Blackman windows, with fixed width windows. And also the S transform, with its variable window size according to the frequency. Section 2 presents the algorithms in frequency domain based on the FT. In section 3, the algorithms in time-frequency domain are introduced and also the definition of each mentioned window. Section 4 shows the analyzed disturbances and section 5 explore the obtained results followed by conclusion.

2 FREQUENCY DOMAIN ALGORITHMS

2.1 Fourier Transform

Jean Baptiste Joseph Fourier was a French mathematician and physicist responsible for great considerable advances in science; one of his main contributions was about convergent trigonometric series and problems related to heat transfer. His study was very important for the analysis and understanding of physics through the waves. The Fourier series is a trigonometric series able to decompose and represent any periodic signal. The Fourier Transform (FT) presents the frequencies that comprise the temporal functions showed by the series.

According to (OPPENHEIM, 2010a), “All signals can be represented by a sum of complex exponentials. The resulting coefficient spectrum in this representation is named Fourier Transform”.

The general Fourier series is given by:

\[ x(t) = \frac{a_0}{2} + \sum_{n=1}^{\infty} a_n \cos\left(\frac{n\pi t}{L}\right) + b_n \sin\left(\frac{n\pi t}{L}\right) \]

where \( a_0, a_n \) and \( b_n \) are the coefficients of the series and indicate the amplitude of each wave in series, and \( L \) is the width of the signal.
The FT takes the representation of periodic and aperiodic signals as sinusoidal weighted integrals which are not all harmonically related. It is obtained through the Fourier series.

The FT of a signal \( x(t) \) is as follows:

\[
F[x(t)] = F(\omega) = \int_{-\infty}^{\infty} x(t)e^{-j\omega t} \, dt \tag{2}
\]

where \( \omega = 2\pi f \) is the angular frequency, with \( f \) as the linear frequency. For each frequency \( \omega \), the signal \( x(t) \) is integrated over all values within \( t \) coordinate.

The inverse Fourier Transform, used to recover the original signal, is defined as:

\[
F^{-1}[F(\omega)] = x(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega)e^{j\omega t} \, d\omega \tag{3}
\]

### 2.2 Discrete-Time Fourier Transform and Discrete Fourier Transform

The Discrete-Time Fourier Transform (DTFT) is a form of Fourier analysis that is applied to functions that operate on discrete data. The DTFT of \( x[n] \) is given by:

\[
X(\omega) = \sum_{n=-\infty}^{\infty} x[n]e^{-j\omega n} \tag{4}
\]

The sequence \( x[n] \) represents the values of a continuous function in time domain \( x(t) \), in discrete intervals (samples): \( t = nT \), where \( T \) is the sample interval.

The Discrete Fourier Transform (DFT) is an instance of the DTFT with a periodic initial function. The DFT converts this function represented by a trigonometric series (several sinusoids) into a finite sequence of samples equally spaced. This value belongs to the frequencies domain and shows the intrinsic periodicity observed by the DFT (OPPENHEIM, 2010b). The DFT is indicated by:
\[ X[k] = \sum_{n=0}^{N-1} x[n] e^{-j\frac{2\pi}{N}kn} \]  
(5)

The DFT converts one sequence of complex numbers \( x[n] \) into another one composed by complex numbers \( X[k] \).

### 2.3 Fast Fourier Transform

The Fast Fourier Transform (FFT) is an optimized algorithm based on the FT, usually more suitable for digital implementation. It reduces in some orders of magnitude the time needed to calculate the transforms, compared to DFT.

FFT algorithms can be classified into two groups. The first one, called time decimation, uses small transforms and the sequence evaluated in time is decomposed into small subsequences; the second one, called frequency decimation, has also a sequence decomposed into smaller ones, but evaluates the frequency instead.

The FFT shows the frequencies contained into the signal, but is unable to show the temporal localization of such frequencies (OPPENHEIM, 2010b).

### 3 TIME-FREQUENCY DOMAIN ALGORITHMS

A signal can be analyzed through its frequency and the time interval in which this frequency occurs. So, computational algorithms have being used for it. Since all signals can be described as a superposition of harmonic signals, there are algorithms based on the FT and its variations. Such algorithms can analyze the signals in frequency and time domains simultaneously, introducing a measure of locality in the analysis of the signal. The idea behind the windowed Fourier transforms is to apply the FT under local windows, for the analysis of distinct positions of the signal separately, obtaining, thus, the frequency spectra in each of these positions. (SÁ, 2016).

### 3.1 Short-Time Fourier Transforms
The Short-Time Fourier transform (STFT) is a classic method of time-frequency analysis. Its mathematic formula is given by:

$$STFT(\tau, f) = \int_{-\infty}^{+\infty} x(t) y^*(t-\tau) e^{-i2\pi ft} \, dt$$  \hspace{1cm} (6)$$

where $x(t)$ is the input signal, $y^*(t-\tau)$ is a randomly chosen analysis window, and $f$ is the frequency in Hertz. The term “$t - \tau$” assures that the window will keep centered in each instant “$t$”, as if it were sliding along the signal. For each pair $(\tau, f)$, the FT of the product of the signal $x(t)$ and this window is computed, allowing the analysis of different positions of the signal consecutively. (LOBOS, 2008).

The implementation of the STFT algorithm is done in a discrete way. An algorithm is used to calculate the frequency at every instant. The STFT in discrete time is given by:

$$STFT(k, f) = \sum_{n=1}^{N-1} x[n] \cdot g^*(n-k) \cdot e^{-i2\pi fn/N} \, dt$$  \hspace{1cm} (7)$$

where $k$ represents the discrete time and $g(n - k)$ the centered window in each instant $k$.

The selected window main goal is to provide temporal localization, sliding through time axis to produce local spectrum for all signals. The STFT not always achieves the expected result because its analysis window is fixed; it means that it keeps the same time-frequency resolution for every spectra components. Therefore, several kinds of windows provide distinct information for the same signal. The studied windows considered here are: Gaussian, Hann and Blackman. Next, there is a description of each one of them.

3.1.1 Gaussian Window

The STFT with Gaussian window is also named Gabor Transform. In this kind of window, the signal is analyzed internally by a Gaussian function,
that tends to infinite on the ordinates axis. So, the function needs to be
tuncated to allow a consistent analysis.

The Gaussian window has an advantage compared to the others,
because the time-frequency sample is done in a compact way, what reduces
the sample inaccuracy in these domains. (Oppenheim, 2010b). It is described
by:

\[ w[n] = e^{-\frac{1}{2}(\frac{n-N/2}{\sigma})^2}, \quad 0 \leq n \leq N, \quad \sigma \leq 0.5 \] (8)

3.1.2 Hann Window

The Hann window is a linear combination of rectangular windowed
functions. Its main advantage is the decrease of the aliasing that appears in
graphics. Its mathematical formula is as follows:

\[ w[n] = 0.5(1 - \cos(\frac{2\pi n}{N-1})), \quad 0 \leq n \leq N \] (9)

3.1.3 Blackman Window

The Blackman window, as well as the Hann window, derive from a sum
of rectangular windows functions. Its formulation is given by:

\[ w[n] = 0.42 - 0.5 \times \cos\left(\frac{2\pi n}{N-1}\right) + 0.08 \times \cos\left(\frac{4\pi n}{N-1}\right) \] (10)

Figure 1 shows the behavior of each window mentioned above.

**Figure 1** – Gaussian, Hann and Blackman window functions.

Source: the authors.
3.2 S Transform

The S transform (ST) is a method for spectral localization in time-frequency domain like the STFT, and it is centered on a sliding and scalable Gaussian window. Its base functions are cosines with width varying conversely with the frequency (LOBOS, 2008). The S transform of a signal $x(t)$ is provided by:

$$S(\tau, f) = \int_{-\infty}^{\infty} x(t) \frac{\sqrt{2\pi}}{||f||} e^{-((\tau-t)^2f^2/2)} e^{-i2\pi ft} dt$$  \hspace{1cm} (11)

Compared to STFT, the ST has a better phase space resolution. In other words, it presents narrower time window in higher frequency, what benefits time analysis. So, unlike the STFT, the window has variable length according to the frequency, and not a fixed value arbitrarily chosen.

4 CASE STUDY

4.1 Disturbances

Power Energy disturbances, according to the IEEE-1995 norm (IEEE, 2009) and the (ANEEL, 2007), can be classified into seven different categories: transients, short and long duration variations, voltage unbalances, waveform distortions, voltage fluctuations and system frequencies variations. Next, a brief definition of some of them.

4.1.1 Transients

The transient disturbances are characterized as short duration events, and they occur due to diverse conditions in the electric systems. They show up as fast fluctuations related to sinusoidal signal, in a very short time. They can be divided into two types: impulsive and oscillatory.

The impulsive transients are caused by atmospheric discharges and are often characterized by the ascent and descent impulse time. Consequently,
those disturbances provide sudden impulses in a voltage permanent regime, generally lasting less than 1ms.

The oscillatory transients consist in a fast variation on the values and the polarity of the voltage and current. Namely, in a short time interval, typically ranging from 5 μs to 50 ms, the signal quickly achieves maximum and minimum voltage values altering the amplitudes of the original signal.

4.1.2 Voltage Sag, Voltage Swell and Interruption

These disturbances are characterized by amplitude changes in the original signal, in a certain time interval, generally caused by the input or output of a temporary load in an electrical system.

The Voltage Sag and Voltage Swell disturbances represent, respectively, the reduction and increase of the electrical signal amplitude lasting from 0.5 cycle to one minute.

The interruption disturbance occurs when the signal stop oscillating and it can be observed graphically as a constant with null value on the abscissas axis. The duration lasts less than a minute.

4.1.3 Notches

Notches disturbances represent abrupt changes in the signal current or voltage. They visually correspond to “steps” that show up along the sinusoid and are caused by several factors, have short duration and act in permanent regime.

4.1.4 Changes in the waveform (Inter-harmonic and Harmonic)

These disturbances are characterized by interference of other signals with other frequencies in the original signal. So, for a certain time interval they completely change the original sinusoidal shape.
The inter-harmonics are interferences of a sinusoidal signal with non-integer multiple frequencies of the input signal. This kind of disturbance in non-periodic, what means that it doesn’t repeat itself along the time.

The harmonics are interferences of a sinusoidal signal in which the frequencies are integral numbers of the input signal. Each harmonic is periodic, meaning that it repeats itself along the time.

Both disturbances act in permanent regime.

Figure 2 shows a synthetic signal composed by some of such disturbances.

**Figure 2** – Disturbances represented in a sinusoidal signal. a) Signal without disturbances, b) Voltage Sag, c) Voltage Swell, d) Interruption, e) Notches, f) Harmonic, g) Inter-Harmonic, h) Impulsive Transient.

![Disturbances diagram](image)

Source: the authors.

**5 DEVELOPMENT**

The IDE Dev-C++ was used for C++ programming, and the Gnuplot program to plot the graphics. Here is analyzed the signals behavior of the mentioned disturbances. For each disturbance, it will be verified the spectra obtained by the FFT and the STFT with the windows described before and with the S transform. All signals have a length of 512 samples. Several windows sizes were tested, and it was verified that, for the Gaussian window, the best option was 256, and for the others STFT, 512.

Figure 3 indicates one signal composed by voltage Sag, voltage Swell and Interruption disturbances. The description of each disturbance is given by:
1) Voltage Sag: $y(t) = 0.5 \cdot \sin(\pi/4 \cdot t)$, in the interval $[50, 150]$; 2) Voltage Swell: $y(t) = 1.5 \cdot \sin(\pi/4 \cdot t)$, in the interval $[200, 300]$; 3) Interruption: $y(t) = 0$, in the interval $[350, 450]$. Each disturbance has a length of 100 samples.

**Figure 3** - Voltage Sag, Voltage Swell and interruption: a) The sinusoidal signal b), The FFT, c) The Gabor transform spectrogram, d) The STFT spectrogram with Hann window, e) The S transform spectrogram.

Source: the authors

Figure 3b shows the analysis in frequency domain done by the FFT, where is possible to see only the signal frequency and its amplitude. However, through the STFT is possible to analyze the frequencies and amplitudes in the time intervals associated. For this case, the Gaussian window brings more
accuracy, since it is possible to observe the amplitude variations more precisely, and it highlights better the frequency, as in Fig. 3c. The Hann transform generated a spectrum with the right frequency, but without clearly identifying the disturbances duration. Fig. 3e presents the spectrum derived by the S transform with an optimal temporal localization, at the expense of an inaccurate frequency identification. For all experiments, Blackman and Hann transforms produced a very similar spectra, that is why only Hann transform results were revealed.

Figure 4 provides a harmonic disturbance taking place in the interval [100, 200]; it is described by the function
\[ y(t) = \text{sen}(2 \pi \cdot 60 \cdot t/512) + (1/3) \cdot \text{sen}(6 \pi \cdot 60 \cdot t/512). \]
And also an interharmonic disturbance described by the function
\[ y(t) = (1/2.5) \cdot \text{sen}(5 \pi \cdot 60 \cdot t/512) \] in the range [300,400]. As can be seen in Fig. 4b, the FFT was applied in order to obtain signal frequency analysis and its amplitudes. In the spectrograms achieved with different windows, distinct outputs are presented, and the results obtained by Gaussian window in Fig. 4 showed a more precise output for the analysis of the frequency in time. In Fig. 4d, the time resolution obtained by Hann transform is the poorest one but with a better frequency identification. In Fig. 4e, S transform spectrum shows a long spread in higher frequencies, but a perfect time resolution.
**Figure 4** - Harmonic and interharmonic disturbances: a) The sinusoidal signal, b) The FFT, c) The Gabor transform spectrogram, d) The STFT spectrogram with Hann window, e) The S transform spectrogram.

6 CONCLUSIONS

This work showed the relevance of time-frequency windowed transforms applied to power quality signals. Fourier series, variations of Fourier transforms and some windows were introduced, and also the concepts about the disturbances contained in sinusoidal power signals. The analysis was made based on synthetic signals with some of the most known defects, being studied...
through algorithms developed for FFT, STFT with distinct windows and for the S transform.

With the use of the FFT, it was possible to detect all frequencies that form the signal, but without a localization along the samples; in contrast, the STFT through Gaussian window was able to identify the signal amplitudes and frequencies correctly; Through the use of Hann and Blackman windows, which showed extremely similar results, it was possible to localize the frequencies precisely where the defects occur, but they weren´t able to localize the instants associated accurately. For all STFT, it is necessary to adjust the window width according to what is expected to get. The S transform presented a great time resolution, but a poor frequency resolution for higher frequencies.

So, based on the actual results, it can be concluded that each transform has its advantages and disadvantages depending on the input signal and the selected window width, and also that a better resolution in frequency requires a poorer resolution in time, and vice versa, what characterizes them. Greater windows provide better frequency results, while smaller ones improve time resolution. Therefore, different windows sizes reflect in the final output, and the choice of this parameter is made according to the application.

As future works, Signal-tuned Gabor transforms will be considered in this study (Torreao, 2013); these techniques represent a hybrid method which combine the benefits of the windowed transforms with the efficiency of the S Transform, concerning its time domain resolution. It will also be investigated computational intelligent methods to classify and detect the windows used for the disturbance or in its characterization. Another approach is to use real data for a more realistic scenario.
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