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Resumo: O problema de seleção de carteiras tem sido um dos temas mais pesquisados na área de Finanças. Desde a contribuição inicial de Markowitz, nos anos 50, muitos acadêmicos têm buscado compreender como os investidores escolhem os ativos que compõem suas carteiras e, principalmente, quais características dos ativos produzem carteiras mais vantajosas financeiramente. Além da média e variância como métricas inicialmente otimizadas por Markowitz, a assimetria tem sido amplamente discutida na academia como uma característica importante na construção de portfólios eficientes. Este artigo visa comparar o desempenho de quatro algoritmos evolutivos empregados como técnica de otimização multiobjetivo aplicados ao problema de seleção de carteiras. Os algoritmos multiobjetivos NSGAII, MOEAD, IBEA e GDE3 foram usados para otimizar simultaneamente o retorno médio da carteira, bem como sua assimetria. Os dados coletados nesta pesquisa se referem às rentabilidades diárias das empresas listadas no mercado americano (Índice Dow Jones) e foi feita a análise das carteiras ótimas de cada algoritmo no período dentro (2010 a 2014) e fora da amostra (2015 a 2017). Os algoritmos evolutivos apresentaram soluções com desempenho superior a carteiras aleatoriamente geradas. Por fim, testes estatísticos mostraram que o algoritmo GDE3 apresentou o melhor desempenho dentro e fora da amostra dentre os algoritmos testados.
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Abstract: Portfolio selection problem has been one of the most researched topics in the area of finance. Since Markowitz’s initial contribution in the 1950s, many scholars have sought to understand how investors choose the assets that make up their portfolios and, especially, which asset characteristics produce the most financially advantageous portfolios. In addition to mean and variance as metrics initially optimized by Markowitz, skewness has been widely discussed in academia as an important feature in building efficient portfolios. This paper aims to compare the performance of four evolutionary algorithms employed as a multi-objective optimization technique applied to the portfolio selection problem. The multi-objective algorithms NSGAII, MOEAD, IBEA and GDE3 were used to simultaneously optimize the average portfolio return as well as its asymmetry. The data collected in this survey refer to the daily returns of companies listed in the US market (Dow Jones Index) and the optimal portfolios of each algorithm were analyzed in the period (2010-2014) and out of the sample (2015-2017). The evolutionary algorithms presented solutions with superior performance to randomly generated portfolios. Finally, statistical tests showed that the GDE3 algorithm presented the best performance inside and outside the sample among the tested algorithms.
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1 Introduction

The study of asset portfolio selection has been one of the most investigated topics in Finance. The maximization of return to the investor and the minimization of risk has been the target of many scientific researches in Investments. Since the initial contribution of Markowitz (MARKOWITZ, 1952), several researchers have sought to study methods and models applicable to the selection of portfolios. Many studies have employed evolutionary computation techniques to solve portfolios selection problems, mainly due to advances in computational optimization and computational intelligence. The objective of this work is to compare the performance of different evolutionary algorithms in the multi-objective optimization problem of portfolio selection. Among the objectives of the problem, the mean return and the skewness were the measures chosen for optimization. The algorithms chosen in this work were: NSGAII, GDE3, IBEA and SMPSO. From the collection of asset prices traded in the Dow Jones Index between 2010 and 2017, optimal portfolios were generated through each algorithm and performances were compared in-sample (2010 to 2014) and out-of-sample (2015 to 2017). This paper is structured as follows: Section 2 presents the framework theoretical approach involving the Portfolio Theory and portfolio optimization problem; Section 3 shows the computational experiments involving data collect, the features of portfolio optimization method and in sample and out-of-sample performance. Section 4 presents the conclusions and suggestions for future research.

2 Portfolio Optimization Problem

In selection of a portfolio it is assumed that the investor always seeks to maximize his expected return and minimize his risk, in this case, recognized as the variance. This model was proposed by (MARKOWITZ, 1952) as the Mean-Variance Model, in which the investors choose mean-variance portfolios, that is, choose portfolios that minimize portfolio variance given the expected return and maximize the expected return given the variance. According to (MARKOWITZ, 1952), the efficient boundary is the “geometric place formed by the infinite portfolios and their associated lines (or hyperboles), which allows us to obtain a given return with the least possible risk or a given risk with the highest possible return”.

The model can be described as follows. Be $p$ a portfolio with $n$ assets

$$E[R_p] = \sum_{i=1}^{n} w_i E[R_i],$$  \hspace{1cm} (1)
where \( w_i \) is the asset participation \( i \) in portfolio \( p \); \([R_p]\) is the return portfolio \( p \); \( E[R_p] \) is the expected return portfolio; \( E[R_i] \) is the expected return asset \( i \);

\[
Var[R_p] = \sum_{i=1}^{n} w_i^2 \sigma_i^2 + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} w_iw_j\sigma_i\sigma_j\rho_{ij},
\]

where \( Var[R_p] \) is the variance of portfolio returns, \( \sigma_i \) and \( \sigma_j \) are, respectively, standard deviation of asset \( i \) and portfolio \( p \) and, finally, \( \rho_{ij} \) is the correlation coefficient among assets \( i \) and \( j \) and

\[
\sigma_p = \sqrt{Var[R_p]}.
\]

The model objective is to construct the efficient boundary, which represents all optimal combinations of portfolios in the sense of return and risk. The efficient boundary can be developed by two steps:

Maximize \( E[R_p] \) , subject to \( \sigma_p = k_1 \) \hspace{1cm} (4)

and

Minimize \( \sigma_p \) , subject to \( E[R_p] = k_2 \) \hspace{1cm} (5)

where \( k_1 \) and \( k_2 \) are constants.

\[
\begin{cases}
\text{Maximize} & E[R_p] \quad \text{subject to} \sigma_p = k_1 \\
\text{Minimize} & \sigma_p \quad \text{subject to} E[R_p] = k_2
\end{cases}
\]

where \( k_1 \) and \( k_2 \) are constants.

In Equation (4) we maximize the expected return for a given standard deviation \((k_1)\). If the schedule is repeated for several levels of different standard deviations the result will be a set of optimal portfolios that generate the efficient boundary. In the case of Equation (5), the procedure is analogous, but the standard deviation is minimized for a given level of expected return \((k_2)\). The model assumes that the higher the return and the lower the standard deviation, better the portfolio. The relationship between return and risk, assessed at one point on the border should be chosen for each investor to attempt your interests.
2.1 Skewness in portfolio decision

The skewness and fat tail has been frequently debated in theoretical studies and articles on portfolio selection, mainly by the argument that choosing assets with greater skewness alone produces a more asymmetric portfolio and, in the case of negative skewness, values are repeated more times than the mean value (Modal values > Mean values). This skewness is partially contained in the Omega view of the portfolio, since it favors larger returns to the detriment of smaller losses. But the main question is whether to privilege skewness compromises the focus of the mean-variance, that is, to evaluate whether the privilege of skewness can lead to less efficient portfolios in terms of mean-variance.

(JIANG; MA; AN, 2016) investigates the selection of portfolios within a structure of mean-variance skewness. They derived the composition of efficient portfolios and analyzed the properties of these efficient portfolios. They demonstrated that the required systematic skewness is achieved at the expense of the traditional mean-variance efficiency, and that a more stringent systematic skewness restriction induces a greater loss in mean-variance efficiency.

In relation to skewness composition, (CANELA; COLLAZO, 2007) work with a method that separates skewness into two components: a first, which should be avoided, derived from very high values (outliers) and the other, caused by the deviation of the tail and by the coefficient of skewness of the assets, this yes, to be sought by the investor. The authors use the polynomial goal programming to determine the ideal portfolio of industries in emerging markets and conclude that the decision to consider incorporating skewness into the portfolio decision improves portfolio performance.

Some authors have presented studies on the relation between the skewness of the portfolio and the skewness of the assets in isolation. (SUN; YAN, 2003) argue that there are studies that have found that ex post stock returns are positively distorted, but such skewness is only persistent for individual stocks, not for portfolios. This implies that ex post knowledge of skewness may not be useful in selecting the ex ante portfolio. According to the authors, who worked with data from American and Japanese companies, it is more significant to verify if the skewness would persist in efficiently formed portfolios through the mean-variance and also favored skewness, in a form of a polynomial goal programming method. (OLIVEIRA; LOPES; ABBADE, 2010) studied the influence of co-skewness and co-kurtosis, separately and jointly, in the analysis of stock prices in the Brazilian financial market and concluded that co-skewness and co-kurtosis do not improve the performance of the model pricing.
In the case of portfolio returns, negative skewness is preferable to positive skewness, since negative skewness, by definition, indicates that the tail of the left side of the probability density function is greater than that of the right side, thus favoring values higher than the mean values. Thus, a portfolio with negative skewness is more preferable to one with positive skewness because it has higher returns in its distribution. Therefore, the skewness optimization in this research is in minimizing its value. Thus, the two goals of optimization are to maximize the average return and minimize skewness. Since the algorithm works only by maximizing or minimizing, we opted to minimize the negative (-) return, which would have the same effect as maximizing.

3 Computational Experiments

3.1 Evolutionary Algorithms

According to (RAGSDALE, 2014), one of the most interesting developments in the field of optimization was research on evolutionary algorithms. These were inspired by Darwin’s theory, searching for elements of biological reproduction and applying the principle of survival of the fittest to get good solutions to complex problems.

(ANAGNOSTOPOULOS; MAMANIS, 2010) presents some features of evolutionary algorithms. According the authors, the last ability of EAs—due to their population-based nature—to handle problems having multiple objective functions has given rise to the field of evolutionary multi-objective optimization (EMO) which refers to the use of EAs to solve complex multi-objective optimization problems. The algorithms designed for this purpose are usually identified under the rubric multi-objective evolutionary algorithms (MOEAs) and they differ from their single-objective counterparts mainly in the way selection is performed. MOEAs use a non-dominated ranking and selection to guide the population towards the Pareto front, and diversity preserving techniques to avoid convergence to a single point on the front. The main advantage of MOEAs is that they generate reasonably good approximations of the non-dominated frontier in a single run and within limited computational time.

multi-objective Evolutionary Algorithms (MOEA) find multiple equally optimal solutions. In this paper, is minimized two objective functions (skewness and return) simultaneously through the usage of four evolutionary strategies (NSGA-II, IBEA, MOEAD and GDE3).
According to (ANTONIUCCI, 2016), GDE3, for instance are found to produce better distributions than NSGA-II and IBEA which are widely used. In this way, it will be presented briefly each MOEA using (ANTONIUCCI, 2016) work. In the next section, will be presented the obtained results.

1. NSGA-II - Non-dominated Sorting Algorithm II

The Non-dominated Sorting Algorithm II is one of the most popular MOEAs. First, the algorithm classifies an initial population according to the number of solutions that dominate each solution, with several fronts. The algorithm then sort search of these fronts according to the distance between consecutive solutions thus promoting solutions in low populated areas of the search space, before pushing them into next iteration’s population. A new iteration begins after the process of selection, crossover, mutation and merging of the new population with the previous one.

2. GDE3 - Generalized Differential Evolution 3

The Generalized Differential Evolution 3 algorithm uses Differential Evolution with search mechanism. GDE3 applies a slightly modified Differential Evolution operator to generate offspring from the current population: after the comparison of generations and removal the dominant solutions of the population, a new iteration begins. The GDE3 resembles NSGA II in the fact that population size after the end of each iteration is reduced techniques aimed at preserving diversity. However, according to (GARCÍA et al., 2012), GDE3 modifies the crowding distance of NSGA-II in order to better deal with problems that have more than two objectives.

3. MOEAD - Multi-objective Evolutionary Algorithm based on Decomposition

The multi-objective Evolutionary Algorithm based on Decomposition optimises each objective independently according to a user defined decomposition approach. In addition, it is important to note that, as each objective is independently manipulated, it is a certain diversity. This tends to produce good results.

4. IBEA - Indicator-Based Evolutionary Algorithm

The Indicator-Based Evolutionary Algorithm uses only one measure of quality to guide a search. First, the algorithm start a value of adequacy to the initial population. The solution with the lowest score is deleted from the population and all the fitness scores are recomputed until the population size is lower than
the user defined threshold. There is a mix of the new population with the old population after a combination and a mutation, initializing a new iteration. In addition, under the (DURAN; COTTA; FERNÁNDEZ-LEIVA, 2012), attempts to incorporate practical decision-making and privileged information when searching for Pareto solutions.

3.2 Data

The data were collected by the researchers in the software Economatica and were the historical series of stock returns listed on the New York Stock Exchange (Dow Jones Index). Data are from 2010 to 2017. In total, data were collected from 30 DWJ companies.

The analysis period in sample and out of sample was divided as follows: 2010 to 2014 as in sample and 2015 to 2017 as out of sample. Initially the daily logarithmic returns of the stock prices were calculated and the optimization was done with 100 generations and 1000 iterations for each algorithm. As performance metrics in sample and out of sample the cumulative return was used. The Kolmogorov-Smirnov Test was run to verify the normality of the optimum projected portfolios. As all series do not present normality in their distribution, it was necessary to apply a non-parametric test to verify the performance difference between the algorithms. The Mann-Whitney Test was calculated to test the null hypothesis that the medians of the algorithms, by pair, are statistically equivalent, at the significance level of 5%. After the simulation with the four multi-objective Evolutionary Algorithms (MOEA) indicated, a qualitative and a quantitative analysis was done.

By means of the qualitative analysis, it was possible to show in Figure 1 that the MOEA was able to find better results than random simulations (black cloud), MOEA was able to be more efficient. In addition, comparing the MOEA among some algorithms have achieved better skewness solutions, while others have achieved better results for mean return. Therefore, more than establishing which algorithm is better than the other, as proposed by (SUN; YAN, 2003), it is important to note that the integration of the algorithms, in this problem with two objective functions, generates a well defined Pareto Frontier with more diversity of solutions. Next, the in-sample and out-of-sample results of the optimization obtained by each algorithm are presented.
3.3 In Sample Performance

Figure 2 shows a histogram of the returns found for each Genetic Algorithm. As can be observed visually, at first there is no normal distribution. In addition, GDE3 presented good results with higher values in the right tail of the histogram, which is positive, considering the incidence of higher values.

Boxplot cumulative return in sample was presented in Figure 3 and again shows that the GDE3 presented higher average return besides the lower amplitude of the
3.4 Out-of-Sample Performance

In every portfolio optimization test it is extremely important to test in a sample and with the results obtained in this sample, check in a second sample (out-of-sample) with the results behave. This is relevant, since in real life not always what happened in the past will re-run in the future, however, if the assets of a portfolio are allocated in

**Source:** From the authors to the present work.

results. This shows that the solutions found by the GDE3 could be more consistency, since the results converge for a better solution. On the other hand, it is important to highlight that the results obtained with the MOEAD were very dispersed. With regard to the boxplot it is possible to identify that the MOEAD did not show outlier. Finally, for the four algorithms used, the average value of the returns was between 72.5% and 75% when analyzed over a period of 5 years (2010 - 2014).
In an optimal way, in a future scenario this portfolio also tends to present good results. In summary, it can be stated that in-sample weights are theoretically ideal, and in the out-of-sample we check if these weights actually generate good results in the future.

In the histogram generated out-of-sample was presented in figure 4 it was possible to observe some differences with the histogram of figure 2. The GDE3 continued to present a good result for the return, however its distribution lost some of its format. The IBEA has lost some of its efficiency in determining better returns. The MOEAD and NSGAII maintained their main characteristics.

Analyzing the box-plot in Figure 4, it is possible to verify that the GDE3 again presented the higher mean value compared to the others and the lower amplitude. NSGAII presents the higher amplitude.

Regarding the quantitative aspect, an analysis was done in sample and another analysis was done outside the sample. That is, initially, a multi-objective optimization was done on a sample to determine the weights of a stock portfolio. With these weights, the returns obtained in the portfolios were analyzed in another sample (out-of-sample). After this analysis, as observed in the Figure 3, the MOEA that presented better average returns and more concentrated was the GDE3. This confirms the idea of Antoniucci (ANTONIUCCI, 2016) presented in the previous section.

Besides that, some statistical tests were performed to understand whether the retinas generate a normal distribution. The results are shown in the table below. Initially the KS Test was performed to verify if distributions behave as a normal distribution.
result presented in Table 1 confirms the non-normality of the distributions. Thus, a non-parametric test was performed. Thus, we can not say that mean and variance represent well the distribution behavior. Therefore, we used a nonparametric test (Mann-Whitney) between pairs of the algorithms to verify if the two populations have the same probability distribution. The Mann-Whitney Test is the non-parametric test equivalent to Student's
Table 1: Kolmogorov-Smirnov Test

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Statistic</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGAII</td>
<td>0.7369</td>
<td>0.000</td>
</tr>
<tr>
<td>GDE3</td>
<td>0.7452</td>
<td>0.000</td>
</tr>
<tr>
<td>MOEAD</td>
<td>0.7402</td>
<td>0.000</td>
</tr>
<tr>
<td>IBEA</td>
<td>0.7381</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Source:** From the authors to the present work.

Table 2 shows the Mann Whitney Test results. In the in-sample analysis, it is important to note that the GDE3 algorithm presented a significant difference in relation to the IBEA and MOEAD algorithms, since its $p$-value presented a value lower than the level of significance (0.05). The NSGAII algorithms also presented significant difference in relation to the IBEA and MOEAD algorithms. In the out-of-sample analysis, once again the GDE algorithm presented a significant difference in relation to the IBEA and MOEAD algorithms, and the other algorithms were equivalent. This result confirms the good results of the GDE algorithm, as demonstrated in the histograms and box-plots presented in Section 3.

### 3.5 Conclusions

This work aimed to compare the performance of four evolutionary algorithms in the optimization of portfolio selection of assets traded on the Dow Jones Index.
Table 2: Mann Whitney Test

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>In sample Statistic</th>
<th>In sample p-value</th>
<th>Out-of-Sample Statistic</th>
<th>Out-of-Sample p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGAII x GDE3</td>
<td>4758</td>
<td>0.2775</td>
<td>4463</td>
<td>0.0949</td>
</tr>
<tr>
<td>NSGAII x IBEA</td>
<td>4041</td>
<td>0.009</td>
<td>4682</td>
<td>0.2189</td>
</tr>
<tr>
<td>NSGAII x MOEAD</td>
<td>4319</td>
<td>0.048</td>
<td>4890</td>
<td>0.3945</td>
</tr>
<tr>
<td>IBEA x GDE3</td>
<td>3779</td>
<td>0.001</td>
<td>4150</td>
<td>0.0189</td>
</tr>
<tr>
<td>IBEA x MOEAD</td>
<td>4705</td>
<td>0.236</td>
<td>4810</td>
<td>0.3217</td>
</tr>
<tr>
<td>MOEAD x GDE3</td>
<td>4033</td>
<td>0.009</td>
<td>4293</td>
<td>0.0421</td>
</tr>
</tbody>
</table>

Source: From the authors to the present work.

in periods in sample (2010-2014) and out-of-sample (2015-2017). We confirm once again that evolutionary algorithms are, of course, more efficient than random solutions in the portfolio selection process. Regarding the performance of the algorithms, the statistical tests used in this work indicate that the GDE3 algorithm presented superior performance in relation to the IBEA and MOEAD algorithms, both in the in sample and in the out of sample.

As a suggestion of future research, we suggest the inclusion of cardinality constraints in the portfolio definition, as well as the comparison of performance achieved by algorithms with market benchmarking performance, such as the naive portfolio for example.
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